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Abstract

This paper evaluates the redistribution of gains surrounding regulatory relaxations in 1996 and 1997 and ultimate passage of the Financial Services Modernization Act (FSMA) of 1999. Gains in financial institution stocks may come from projected increases in efficiency, increases in the bargaining power of financial institutions, or greater access to the federal safety net. For customers seeking greater access to capital markets, gains in efficiency should result in increased benefits, but increases in bank bargaining power could increase funding costs and/or decrease capital market access. Customers may also lose as taxpayers who support the federal safety net. This paper finds evidence of potential taxpayer losses and increased bank bargaining power, especially vis-a-vis credit-constrained customers for whom safety-net subsidies are unlikely to be shifted forward. The stock prices of credit-constrained customers declined during FSMA event windows and in event windows associated with regulatory relaxations.
1. Introduction

The Financial Services Modernization Act of 1999 (FSMA) removed restrictions on entry for U.S. banks, securities firms, and insurance companies into one another’s signature product lines. FSMA repealed Glass-Steagall and Bank Holding Company Act limits on financial firms’ ability to engage in one another’s traditional activities, and also repealed limitations on bank insurance activities imposed by the National Banking Acts of 1864 and 1916.¹

At the signing of the bill, Treasury Secretary Lawrence Summers predicted that the bill would benefit “American consumers, business and the national economy.” However, given how long the previous regime survived, it is hard to believe that FSMA was truly a win-win proposition for all sectors of the economy. Regulatory adjustments usually generate a distribution of sectoral wins and losses and economic theory suggests that vulnerable customers might suffer losses. Financial organizations might have benefited more than—or even at the expense of—at least some customer sectors. This paper provides evidence of losses in the nonfinancial sector and the redistributive nature of the gains in the financial sector.

Secretary Summers’ prediction of a win holds true for the financial sector. Examinations of event returns generated by regulatory and legislative developments presaging the enactment of FSMA indicate that the market believed that deregulation would benefit the financial sector.² The financial sector moved quickly to take advantage of the new powers permitted by FSMA. Within one year of enactment, over 400 Financial Holding Companies were formed (Adkisson and Fraser 2003) and the
percentage of inter-industry mergers among financial firms increased from 11.5% in the three-years prior to FSMA to 17.7% in the three-years following FSMA.³

The effect of relaxing Glass-Steagall restrictions on customers is less clear. Opportunities to realize operational and informational scale and scope economies from combining banking, insurance and securities activities within a single organization could simultaneously increase financial-sector profits and lower explicit customer funding costs. Moreover, diversification into new product lines could lower implicit customer costs by increasing the safety and durability of individual banking organizations and better protecting the investments that particular borrowers have made in bank relationships. On the other hand, product-line extension threatens to increase the size and complexity of institutions affected by the financial safety net, and/or strengthen the bank’s competitive position vis-à-vis public credit markets and differently chartered competitors.

The fears of expanding access to the taxpayer funded safety net which were confirmed during the recent financial crisis have repeatedly been expressed with product power expansion. In a 1997 testimony before Congress, Federal Reserve Chairman Greenspan warned,

“We are concerned that conducting securities and similar activities as principal in subsidiaries of U.S. banks does not create sufficient distance from the bank. Let me be clear that bank holding companies and their subsidiaries also benefit from the subsidy implicit in the safety net. Their capital costs are lower since a portion—currently a large part—of the consolidated assets of the organization are in subsidiary depository institutions that have direct access to the safety net … Moreover, we reiterate our concern that, regardless of how restructuring is addressed, the Congress not impair the ability of the Federal Reserve to monitor large banking organizations and respond effectively to systemic crises.” (Greenspan 1997, p. 578-584)
Following the financial crisis, former Chairman Paul Volker, has called for limiting the ability of financial institutions to shift risk onto the safety net stating that, “banks should be banned from ‘sponsoring and capitalizing’ hedge funds and private-equity firms, which are largely unregulated,” and further advocating that “particularly strict supervision, with strong capital and collateral requirements, should be directed toward limiting proprietary securities and derivatives trading.” The recently passed Dodd-Frank Act incorporates the Volcker rule, which restricts proprietary trading and bans certain relationships with hedge funds and private-equity funds. It was reasonable to wonder whether the growing size, complexity, and clout of megabanks could undermine authorities’ ability to prevent securities or insurance risks from spilling onto the federal safety net, harming customers in their capacity as taxpayers.

Product line extension, by lengthening and widening the points of contact a bank has with its customers, strengthens the bank’s control over firms’ access to public and private securities markets which could limit access to alternative funding sources for relationship customers, raise their funding costs, and curtail their investment spending. Conglomerate institutions might be tempted to downplay relationship lending and to pass fewer informational quasi-rents through to repeat customers. With fewer competitors vying for a customer’s business, resources devoted to analyzing customer-supplied information might fall and relationship customers might confront disadvantageous limit prices or pressure to liquidate collateral.

How projected efficiency gains would be shared between the financial and nonfinancial sectors depends on how FSMA-induced changes in the competitiveness of the funding environments alter the balance of bargaining power between banks and their
customers and regulators. An individual customer stands to lose if increased bank bargaining power due to growth in size and product lines enables its bank to increase its share of scope economies and regulatory subsidies. It is reasonable to hypothesize that except for very large customers, FSMA might have strengthened the relative bargaining power of banks. The paper tests this hypothesis and confirms the subsidiary implication that credit-constrained firms—defined as younger, smaller corporations with no outstanding public debt and demonstrable financing needs—would experience particularly strong bargaining-power effects.

Because markets are forward-looking, sectoral gains or losses should register as changes in stock values for constituent firms. Within our sample of customer firms, salient events in FSMA’s legislative progress produced a 2.55% cumulative \textit{decline} in market capitalization while the average financial institution gained 1.20% in market value. Our statistical tests show that some of the gains recorded in the financial sector came as a transfer from stockholders in customer firms.

Within the customer sector, very large customers gained, while credit-constrained customers experienced losses. This subsector’s mean abnormal return cumulates to -5.04% over FSMA progress events. The mean loss for credit-unconstrained customers is only 1.68%. This pattern of customer losses is corroborated over a series of key regulatory actions that gradually expanded banking powers that preceded the enactment of FSMA. Over these regulatory events, the mean loss for credit-constrained customers cumulates to 2.61% but only 0.36% for credit-unconstrained customers. Cross-sectional regressions explaining individual-firm cumulative abnormal returns confirm that small and credit-constrained customers suffered significant harm. Robustness tests show that
cross-sectional results are qualitatively unaffected by variations in sampling screens, variable definitions, and model specification.

Along with the findings in Carow, Kane and Narayanan (2006) that megamerger movements in the U.S. are associated with value losses for small, credit-constrained customers, these results support a role for relative bargaining power in apportioning relationship-specific rents between financial organizations and their customers. Increases in bank bargaining power resulted in value being transferred from the non-financial sector to the financial sector. These effects are consonant with the costs the financial crisis eventually visited on taxpayers, especially vis-à-vis credit-constrained customers for whom safety-net subsidies are unlikely to be shifted forward.

The body of the paper is organized as follows. Section 2 develops a conceptual framework that relies on the existence of relationship-specific rents to explain how relative bargaining power would determine the impact of financial modernization on customer welfare and derives testable hypotheses. Section 3 describes our statistical methods, while section 4 presents and interprets our estimates. The final section summarizes the empirical evidence and relates it to other analyses of the effects of financial deregulation and banking consolidation.

2. Financial modernization and customer welfare

Modern banking theory assigns banks a special role in information production and monitoring. The many points of contact a bank has with its repeat customers generate private information and mutual trust. Diamond’s delegated-monitoring hypothesis envisions that banks either win access to inside information from repeat customers or
uncover such information in the course of supporting and observing these customers’ loan and deposit business (Diamond 1984).

Privileged information allows a bank to assess and to price the risk of lending to a relationship customer more accurately than the bank’s competitors can price this risk. This makes close ties with banks valuable to healthy firms.5 In principle, abilities or capacities that create extra-normal rents are intangible assets. Their value can be expressed as a mutual claim to the capitalized flow (R) of reduced opportunity costs. The outcome of a bilateral bargaining process (BP) allocates R partly to the relationship customer (RC) and partly to the bank (RB) (Kane and Malkiel 1965)6:

\[
R(BP) = RC(BP) + RB(BP).
\] (1)

Changes in a customer’s RC can arise either from changes in R or from changes in the balance of bargaining power (BP). Product-line extensions authorized by FSMA can increase the value of relationship rents by displacing high-cost specialized firms and by widening and lengthening the contact a bank has with its relationship customers. Cross-selling opportunities can uncover new information, improve monitoring capabilities, and decrease agency costs, while expanding opportunities to use privileged information might unlock scale and scope economies in various service capacities. However, increased size and an enhanced competitive position relative to public capital markets can also increase a bank’s bargaining power and enable it to reduce RC: the value of informational quasi-rents the market forces it to shift forward to relationship customers.

Research examining the initial foray of banks into securities underwriting indicates that some of the benefits enjoyed by banks in the joint production of lending and underwriting services are passed on to customers. Gande, et al. (1997), Roten and
Mullineaux (2002), and Yasuda (2005) find that public bonds underwritten by bank affiliates for borrowers carried lower underwriting fees than comparable issues underwritten by investment banks. Schenone (2004) and Drucker and Puri (2005) uncover similar evidence in equity markets. Gande, Puri and Saunders (1999) attribute the underwriting benefits to pro-competitive forces that reduced underwriting fees marketwide, while Narayanan, Rangan, and Rangan (2004, 2007) show that to compete in such an environment, banks had to bond themselves not to engage in opportunistic behavior.

However, studies that adopt a longer period of examination and a more comprehensive account of bank relationships do reveal a change in the balance of bargaining power. Roten and Mullineaux’s (2005) find that the lower spreads observed in the early years of bank underwriting reverse in later years. Expanding the definition of bank-firm relationships Calomiris and Pornrojnangkool (2009) find that “universal banks charge premiums for loans and underwriting services to extract value from combined lending and underwriting relationships,” despite evidence of cost advantages for universal banks. Shivdasani and Song (2011) find that increased competition in underwriting reduced the incentive for underwriters to produce new information about issuer quality, resulting in more poor-quality issues being brought to market. Consistent with reduced screening incentives, Focarelli, Marques-Ibanez and Pozzolo (2011) find that bond issues underwritten by universal banks had higher default rates than those underwritten by stand-alone banks.

While these studies sample firms that access public markets for their funding needs, smaller firms may be especially vulnerable to shrinkage in the number of competitors
vying for their funding business. Parthasarathy (2007) finds that smaller, unrated firms have not benefitted from expanded bank powers, choosing to rely on geographically proximate lenders for their funding needs. Diamond (1993) argues that, in distress, firms that have few funding outlets face a threat of inefficient liquidation. The danger is that, when a firm runs short of tangible capital, its creditors may ignore intangible going-concern values in deciding between rolling over short-term loans and liquidating customer collateral. Houston and James (1996) establish that firms which already have public debt outstanding are less susceptible to such hold-up pressure. However, benefits from access to public debt may be swamped if, as Drucker and Puri (2005) suggest, banks can link the availability of loans to customers’ use of its investment-banking services. Kanatas and Qi (2003) show that increased bank control over firms’ private and public securities markets enhances bank information monopolies and increase the cost to a relationship customer of using an unrelated investment bank to raise public capital.

Customers could lose bargaining power in two ways. First, a customer that seeks funds from the capital market faces a cost from not using its relationship bank as its investment banker in the form of a “lemon’s discount.” This discount reflects investor fears that the relationship bank deems the customer uncreditworthy. Second, a bank’s information advantage in predicting the timing of customer funding activity may generate limit-pricing opportunities. Empirical research confirms the importance of these effects. Yasuda (2005), Ljungqvist, Marston and Wilhelm (2006), and Bharath et al. (2007) find that lending banks disproportionately capture the future funding business of relationship customers.
Other countries’ experience in introducing universal banking supports the importance of maintaining a competitive funding environment. In a traditional bank-dominated system like Japan, Hamao and Hoshi (2002) and Kang and Liu (2007) find that upon entry into investment banking Japanese banks aggressively discounted offering prices to attract investors and win market share only to subsequently raise prices. Ber, Yafeh and Yosha (2002) develop similar evidence of customer losses in Israel when banks were allowed to combine lending, underwriting and fund management.

Well-known “size effects” in lending also predict that the formation of larger, more-complex banking institutions might adversely affect customer access to capital, especially at small firms. Confirming the presence of size effects, studies of merger events seldom find potential benefits for bank customers. Scale economies in lending appear to exist only at very small banks. Moreover, merger benefits are shifted to small customers only when markets are competitive. In the United States, Strahan and Weston (1998) and Berger, Saunders, Scalise and Udell (1998) find small-business lending increases in mergers involving small banks, but decreases when large banks combine. Ely and Robinson (2004) show that large banks with security affiliates show significantly smaller proportions of small-business loans than similar banks that lack a security affiliate. Calomiris and Pornrajnangkool (2005) find credit spreads increased following the merger of Fleet and BankBoston for medium-sized middle-market borrowers. Carow, Kane and Narayanan (2006) find that the megamergers in the U.S. lower the stock prices of small, credit-constrained customers. Hankir, Rauch, and Umber (2009) and Devos, Krishnamurthy, and Narayanan (2010) find market power rents explain valuation increases for a large number of bank mergers across North America and Europe. Cetorelli
and Strahan (2006) show that increases in bank concentration are associated with fewer, but larger industrial firms in local U.S. markets. Zarutskie (2006) shows that because interstate banking deregulation spurred merger activity, “newly formed firms used significantly less external debt, were smaller, and realized higher returns on assets,” which is consistent with their investing less due to greater financial constraints.

Studies of bank mergers in Norway and Italy also uncover losses for small firms. Karceski, Ongena and Smith (2005) find that bank merger announcements reduce the equity value of small publicly traded Norwegian firms that are customers of the bank being absorbed and that the magnitude of the decline increases with target size. In Italian bank mergers, Sapienza (2002) finds contract interest rates on bank loans decline when banks with small market shares combine, but increase in more-substantive mergers. In another study of Italian bank mergers, Patti and Gobbi (2007) find that merger frictions result in a loss of information in the new entity, resulting in an adverse effect on stock returns of firms borrowing from target banks. They note that “small firms experience a temporary reduction in outstanding credit if two of their lenders merge together.”

Political clout tends to increase whenever a bank attains or solidifies its megabank status. On the one hand, increased clout reduces the chance of failure. Many studies confirm the value of bank durability to customers. Slovin, Sushka and Polonchek (1993) examine the 1984 collapse and rescue of Continental Illinois Bank, and find that customers’ wealth rises and falls with fluctuations in their lending institution’s financial health. Kang and Stulz (2000), Bae, Kang and Lim (2002), and Ongena, Smith and Michalsen (2003) show that adverse shocks to national banking systems reduced borrower stock prices in Japan, Korea and Norway, respectively. On the other hand, by
reducing the effectiveness of regulatory discipline, increased bank clout can hurt customers. Kane (2000) argues that in bank megamergers some of the stock price increases experienced by targets and acquirers come from becoming increasingly “Too Big to Discipline Adequately.” This contention is reinforced by Penas and Unal’s finding (2004) that the yields on the outstanding bonds of acquiring and target megabanks both decline.

Calomiris (1995) argues safety nets displace market discipline resulting in the costs of financial crises being carried by taxpayers rather than contracting parties. De Nicolò, Gianni and Ariss (2010) demonstrate that bank consolidation is associated with greater financial instability. Caprio, Demirgüç-Kunt, and Kane (2010) argue that “financial crises have become more frequent and more expensive (in terms of losses per dollar of deposits) as safety nets have expanded.”8 As taxpayers that may carry the costs of the financial safety net, market prices of all non-financial firms may be affected if legislation expands the safety net. As evidence of this potential stock price impact, Carbo, Kane, and Rodriguez (2009) and Huang, Zhou, and Zhu (2009) show that safety net support can be estimated from the banking organization’s stock price. Devos, Krishnamurthy, and Narayanan (2010) show that the stock gains surrounding megamergers are associated with too-big-too-fail gains which arise “from the ability to shift risk onto the government safety net.” Campello, Graham and Harvey (2010) and Duchin, Ozbas, and Sensoy (2010) find that during a financial crisis, financially constrained firms lose greater value as they are more likely to eliminate value-adding projects.

The net effect of FSMA on any individual customer depends on whether the passthrough of regulatory subsidies and economies of scale and scope generated by
growth in bank size and product lines outweighs losses from reductions in customer bargaining power. As taxpayers, all nonfinancial firms may carry the potential costs of the expansion of the safety net. Evaluating cross-sectional affects, it is reasonable to hypothesize that, except for very large customers, FSMA might have strengthened the relative bargaining power of banks. Credit-constrained firms—defined as younger, smaller corporations with demonstrable financing needs and no outstanding public debt—seem especially vulnerable to changes in the balance of bargaining power. Far from shifting subsidies forward into these firms’ borrowing rate, as a bank increases in size and scope, it might prefer to charge them higher rates or to finance fewer of their growth opportunities. In this case, as the FSMA advanced through the enactment process, concern about the ability of credit-constrained firms to finance value-creating projects would reduce their stock prices.

3. Methods

Event studies provide a statistical procedure for estimating the welfare effects of legislation. Schwert (1981) roots the method's evidential value in the strong likelihood that markets are at least semistrong-form efficient. If stock prices incorporate relevant information as it becomes publicly available, observed changes in stock prices estimate changes in wealth occasioned by particular events. Wealth effects from "legislative progress" are identified with statistically significant deflections from a benchmark trajectory for expected returns on portfolios of stocks in relevant sectors and subsectors.

A legislative-progress event study begins by designating salient dates at which information is likely to have been transmitted to the market. Next, relevant stakeholder
groups ("sectors") must be identified, and portfolios representative of these groups constructed. Finally, a model of pre-event “expected” returns on these portfolios must be developed to benchmark “normal” returns for each portfolio on the event days. How this paper proceeds through these steps is explained in the next three subsections.

3.1 Legislative progress events

Prior to the FSMA, banks devised clever ways to cross industry borders and regulators subsequently redrew the borders to legitimize most incursions. Because circumventive entry incurs continuing avoidance costs, even banking organizations that had successfully smuggled themselves across the borders could benefit from legitimizing or widening loopholes.

Over time, financial institutions’ demand for new powers grew and regulatory agencies became increasingly willing to use their rule-making powers to relax statutory burdens. For example, in the mid-1980s, the Federal Reserve Board authorized bank holding companies (BHCs) to establish “Section 20” subsidiaries that could underwrite previously “bank ineligible” securities activities merely by staying within evolving percentage-of-revenue and interaffiliate limits. On the insurance front, several state regulators (e.g., in South Dakota in 1983 and later in Delaware) permitted state-chartered banks (including institutions owned by out-of-state holding companies) to sell insurance products nationwide. FSMA firmed up and equalized financial institutions’ rights to exercise banking, securities, and insurance powers within a single organization.

Prior to 1999, 12 Congresses repelled 12 attempts to pass similar legislation. On May 6, 1999, financial-modernization legislation advanced beyond the committee level for the
first time, winning approval in the Senate. Our event timeline starts at this date and progresses to enactment six months later. On July 1, the House of Representatives approved its own version of the bill. A joint congressional committee formed to reconcile the two versions announced significant progress on October 13, although issues of regulatory jurisdiction remained unsettled. On October 15, the Federal Reserve and the Treasury announced that they had settled their jurisdictional issues. A final obstacle was White House insistence that the Community Reinvestment Act (CRA) not be undermined. A compromise between the White House and the House and Senate conferees surfaced on October 22 and a final conference report was issued on November 2. Both chambers passed the bill on November 4 and President Clinton signed the Financial Services Modernization Act into law on November 12. Table 1 lists and dates these legislative-progress events.¹⁰

FSMA partially ratified the status quo by effectively legitimizing prior regulatory relaxations, the most significant of which occurred in 1996 and 1997. Finding consistent cross-sectional patterns of stock returns across both the prior regulatory events and the ultimate passage of FSMA would substantially strengthen our findings. Three of the seven events summarized in Table 2 expanded Section 20 revenue limits and three events resulted in removal of significant “firewalls” between traditional banking and other affiliate activity. Together these six events authorize financial conglomerates to exercise expanded banking powers. The final event, the acquisition of the investment bank Alex Brown and Sons by Bankers Trust indicated that interindustry mergers might have become permissible.¹¹
3.2 The Sampling Frame

Our study samples two broad stakeholder groups: financial firms and their corporate customers. The Center for Research in Security Prices database (CRSP) contains 682 financial-services firms. This sample includes 268 U.S. banks (3-digit SIC code 602 but excluding the 4-digit SIC code 6029 and section 20 banks), 25 Section 20 banks, 194 thrifts (3-digit SIC 603), 33 finance companies (2-digit SIC 61), 45 investment banks (2-digit SIC 62), 95 insurance companies, and 22 insurance agencies (3-digit SIC 641).

Our sample of current and prospective customers is drawn from the universe of nonfinancial corporations. To be included in our study, a firm had to meet four data-availability criteria:

1. be traded on either the NYSE, AMEX, or NASDAQ,
2. have daily returns available on CRSP during 1999,
3. be traded on at least 70% of the possible trading days, and
4. have balance-sheet and income-statement data on Compustat.

Applying the first three data requirements to the CRSP dataset produced 6803 firms. The Compustat data requirement reduced the number of firms to 3820. Separating out firms whose SIC code (= 6) classifies them as financial companies, and eliminating outliers (firms whose event-day return exceeds 15% in absolute value) narrowed the sample to 3008 customers.

To represent the competitiveness of each customer’s funding environment, we construct the following measures for each customer:\textsuperscript{12}

EFN: External Financing Needs, defined as planned investment minus internally generated funding.
PUB_DEBT: an indicator variable that takes on the value one if the firm has public bonds outstanding; and is zero otherwise.

AGE: Log of number of years that the firm’s stock has been trading publicly.

SIZE: Log of asset size (in $million).

Rajan and Zingales (1998) and Cetorelli and Gambera (2001) demonstrate that the growth of firms in need of external finance depends on the developmental state and industrial structure of the financial environment in which firms seek capital. As in Rajan and Zingales (1998), we define external funding needs as investment less earnings plus depreciation less working capital needs, divided by investment. Strahan and Weston (1998), Berger et al (1998), Karceski, Ongena, and Smith (2004) and Sapienza (2002) find that firm size is among the best proxies for customer bargaining power. Kanatas and Qi (2003) identify age as an additional factor. Houston and James (1996) show that the presence of public debt mitigates adverse selection and hold-up costs. Parthasarathy (2007) proxies firm opaqueness with a combination of rating and size. To indicate the presence of public debt, we use an indicator variable. Consistent with these studies, we define a customer as potentially “credit-constrained” (denoted by a CREDIT_CONSTRAINED indicator) when it lies in the less-favorable tail of the distribution of each of these four variables.\(^{13}\) CREDIT_CONSTRAINED equals one when:

\[
\begin{align*}
&\text{EFN} > 0, \\
&PUB\_DEBT = 0, \\
&\text{AGE} \leq 10 \text{ years or less}, \\
&\text{SIZE} < \$500 \text{ Million},
\end{align*}
\]
This definition yields 778 credit constrained-customers and 2230 credit-unconstrained peers. Theory predicts that credit-constrained firms would be most likely to suffer (benefit) if FSMA reduces (expands) capital market access.

3.3. Model

To estimate event returns, we employ the multivariate regression model (MVRM). The MVRM model employs Zellner's (1962) seemingly unrelated regression (SUR) framework. It specifies a simultaneous system of market models (one for each sectoral portfolio), explicitly conditioned on the occurrence (nonoccurrence) of the event. This model corrects for heteroskedasticity and for contemporaneous dependence of individual-equation errors. This allows us to test differences in sectoral responses to an event as well as to overcome problems associated with event-day clustering.14

The MVRM takes the form:

\[ r_{jt} = \alpha_j + \beta_j r_{mt} + \sum_{k=1}^{n} \gamma_{jk} D_k + \epsilon_{jt}. \]  

(2)

Parameters and variables are defined as follows:

- \( r_{jt} \) = the return for portfolio \( j \), on day \( t \);
- \( \alpha_j \) = the value of the intercept for portfolio \( j \);
- \( \beta_j \) = the systematic risk of portfolio \( j \);
- \( r_{mt} \) = the market return on day \( t \);
- \( \gamma_{jk} \) = the event-induced shift in the intercept (i.e., the abnormal return) generated by event \( k \);
\( D_k \) = a dummy variable that takes on the value of 1 on the \( k^{th} \) event date and on the day following the event, but is zero otherwise;

\( \varepsilon_{jt} \) = the error term for portfolio \( j \) on day \( t \).

The return on each portfolio \( j \) is constructed by weighting the returns of constituent firms equally. The equally weighted CRSP market index serves as the market proxy.\(^\text{15}\) Returns are observed during a 10 ½-month period running from January 1, 1999 to November 15, 1999. This “event period” encompasses eight specific progress events.

Event dummies (\( D_k \), \( k=1, \ldots, 8 \)) deviate from zero on the \( k^{th} \) event date and on the day following the event. A two-day event window is selected to account for the diffusion of information following the event date. The coefficient of each \( D_k \) (\( \gamma_{jk} \)) expresses the abnormal return on portfolio \( j \) generated by event \( k \). Net sectoral benefits derived from the Act are measured by the cumulative abnormal return (CAR) which sums the \( \gamma_{j} \) responses over all eight events.

For the legislative-progress period as a whole, we first test whether CARs differ among the sectoral portfolios. Rejecting the null hypothesis would confirm that financial modernization impacted individual-sector portfolios differently. We also test the significance of the sum of CARs across the sectoral portfolios. Our inability to reject the null hypothesis would indicate that, contrary to the Treasury Secretary’s claim, sectoral gains and losses generated by the event might be redistributive in nature, neither creating nor destroying wealth in the aggregate.

A similar analysis is completed for the seven regulatory events preceding FSMA. To compute abnormal returns, the model is estimated using returns from July 14, 1996 to August 26, 1997.
3.4 Cross-sectional tests

Whether due to projected changes in relationship value (R) or in bargaining power (BP), cumulated abnormal returns (CAR) express the net impact of FSMA on customer-relationship value ($R_C$). To investigate whether this net effect is significant, we undertake a second round of testing. This round treats individual-customer $\text{CAR}_i$ as joint proxies for relationship value ($R_i$) and bargaining power ($BP_i$). Individual-firm $\text{CAR}_i$ are generated in the MVRM regressions as parameter estimates for sectoral portfolios. Second-round regressions seek to approximate the following latent model:

$$\text{CAR}_i = a_i + b_1 R_i + b_2 BP_i + u_i$$

(4)

In estimating (4), the joint influence of $R_i$ and $BP_i$ is proxied by variables that represent the intensity of the competitive and informational environment in which the customer must negotiate financing. Parameter estimates are for equation (5):

$$\text{CAR}_i = a_i + b_1 \text{EFN}_i + b_2 \text{SIZE}_i + b_3 \text{PUB\_DEBT}_i + b_4 \text{AGE}_i + b_5 \text{CREDIT\_CONSTRAINED}_i + u_i$$

(5)

4. Results

4.1 Intersectoral tests

We begin by estimating the MVRM model parsimoniously for two consolidated sectors: financial firms and corporate customers. Table 3 columns 1 and 2 present the results for the FSMA legislative events. For the two industry sectors panel A shows that the average financial institution gained 1.20% in market value over the legislative progress period, but this value does not differ significantly from zero in the SUR model.
Still, because 57.48% of the firms in the financial-sector portfolio experience positive abnormal returns, we can reject (at the 1% level) the null hypothesis that abnormal returns are evenly divided between positive and negative values. Explaining some of the benefits experienced by financial institutions, the average customer lost 2.55% of its market capitalization. Only 43.35% of the customer sample shows a positive CAR. A sign rank test confirms that this percentage differs significantly from 50%.

Results in panel B confirm that event returns experienced by financial institutions differ significantly from customer returns. Both the F-test and the Wilcoxon rank sum test reject the null hypothesis that event returns are the same for both sectors. While efficiency gains may exist, an F-test fails to reject the hypothesis that event returns across the consolidated sample sum to zero. This indicates that at least some of the institutions’ gains are redistributive. In the aggregate, financial institutions fared better than their customers.

Table 3 columns 3 and 4 present the results for the pre-FSMA regulatory events. The average financial institution gained 0.45% in market value, which is insignificantly different from zero in the SUR model. The average customer lost 0.22% of its market capitalization. As shown in panel B, event returns for financial institutions do not differ significantly from customer returns during the pre-FSMA regulatory events. The pre-FSMA events were less significant than the FSMA events, however our hypotheses primarily related to intrasectoral returns.

4.2 Intrasectoral tests
To investigate wealth effects within the customer sector, we estimate MVRM models for two customer subsectors that distinguish credit-constrained and credit-unconstrained firms. Table 4 columns 1 and 2 disaggregate the customer subsector. Both subsectors lose market capitalization, but credit-constrained customers suffer more severely (-5.04%) than unconstrained firms (-1.68%). Parametric and nonparametric tests confirm that the wealth loss for credit-constrained customers is significantly greater than for unconstrained customers.

Table 4 columns 3 and 4 evaluates returns around the seven regulatory events preceding the passage of the FSMA. Intrasectoral returns corroborate the hypothesis that credit-constrained customers stood to lose value whenever authorities relaxed barriers between banking and investment banking firms. Credit-constrained customers suffer a significant decline in market cap of 2.61%. Parametric and nonparametric tests confirm that the wealth loss for credit-constrained customers significantly exceeds that for credit-unconstrained customers.

The intrasectoral tests suggest that, although prior studies indicate that some of the benefits achieved by commercial banks, securities firms, and insurance companies trace to opportunities to outcompete other financial sectors, additional gains came at customer expense and especially from small, credit-constrained firms.

4.3 Cross-sectional results

In Table 5 model 1, we treat CAR as an endogenous variable for individual firms. In the CAR regression, SIZE and the negative effect of CREDIT_CONSTRAINED prove significant at the 1% level. Other things equal, average stock-price revisions are less
negative for larger firms and more negative for credit-constrained ones. This is predicted by the hypothesis that a customer’s bargaining power increases with its size and decreases with funding constraints. The marginal significance of PUB_DEBT implies that firms with public debt outstanding had more negative returns, consistent with Drucker and Puri (2005) and Kanatas and Qi (2003) who argue that banks can link loan availability to investment banking services or use their informational advantage to increase the cost to a relationship customer. The results are also consistent with the stock price reactions of customers surrounding bank acquisitions, as documented in Carow, Kane, and Narayanan (2006). This variable becomes insignificant in robustness tests (reported later) that control for industry effects.

Analyzing the abnormal returns around the seven regulatory events preceding passage of FSMA, we report cross-section regressions in Table 6 model 1 that further support the hypothesis of significant losses for credit-constrained customers. Returns surrounding announcements regarding the relaxation of the Glass-Steagall Act in 1996 and 1997 prove significantly lower for credit-constrained firms. The significantly positive coefficients for customer size and credit restriction support the hypothesis that a customer’s bargaining power increases with size and decreases with funding constraints.

4.4 Robustness Experiments

Tables 5 and 6 models 2 through 5 investigate the sensitivity of our results to variation in sampling screens and model specification. Our robustness tests reinforce evidence in the literature on bank mergers that large-bank consolidation is unfavorably affecting the price and/or availability of credit for capital-constrained firms.
Sampling Current Customers Only: Table 4 and model 1 of Tables 5 and 6 analyze a sample drawn from the universe of current and prospective customers. Model 2 of Tables 5 and 6 estimates effects for a sample of current customers.

Using Loan Pricing Corporation’s (LPC) Dealscan database, we identify firms that have an active loan facility with a sample bank that is designated to be either a sole lender or a lead lender in a syndicate. Identifying lead lenders by titles such as arranger, co-arranger, administrative agent, agent or co-agent, and imposing the data requirements specified earlier, yields a sample of 1218 (Table 5) and 1095 (Table 6) nonfinancial customers. This subsample of relationship customers omits weaker and developing relationships. While imposing these restrictions has the obvious advantage of identifying established relationship customers, it has the disadvantage of increasing the proportion of large firms (already an issue in sampling from the Dealscan universe) and reducing the number of credit-constrained customers.

Although results from either sample remain qualitatively similar, the restricted sampling strategy reduces the power of tests of the hypothesis that small, credit-constrained firms suffer disproportionately from the enactment of FSMA. As shown in the second column of Tables 5 and 6, the significance of the coefficients on customer CARs similar in the restricted sample.

Alternative Specifications: Industry type might affect both the character of a firm’s credit needs and the availability of assets that can serve as collateral. Although $R^2$ improves, we find no qualitative differences from our benchmark results when we control in models 3 and 4 of Tables 5 and 6 for industry type with one-digit or two-digit SIC indicators. The last model introduces four other control variables: Tobin’s Q, the debt-to-
asset ratio, and indicators for dividends and for research & development expense. Although two of these further controls are significant, the signs of SIZE and CREDIT_CONSTRAINED remain significant.

Our results are also insensitive to the importance of the events considered. Using the extent of reportage in the *Wall Street Journal* as a proxy for the importance of the FSMA events, we obtain similar cross-sectional results when we weight the returns for each event by the number of words in *Wall Street Journal* stories reporting on the event. Omitting any single event of the eight FSMA events in the analysis does not significantly change our results. Finally, it is possible that sampling the late stages of the bubble in technology stocks distorts our research. Although not reported here, the pattern of significant results proves much the same when we omit firms in the technology industry or use value-weighted market returns instead of equal-weighted market returns to calibrate abnormal returns.

### 4.5 Redefining Credit Constraint

By definition, credit-constrained customers lack internal resources for financing planned investment expenditures and have difficulty meeting their need for external funding. Our indicators for credit constraint combine the condition of facing a funding gap with three alternative measures of the narrowness of the firm’s funding environment: replacing assets with receipts; replacing the book value of assets with the market value of assets; and (to show that size *per se* does not drive our results) lowering the size cut-off to $250 million. None of the experiments alters the qualitative implications of our results.
The literature offers two other strategies for classifying firms as financially constrained. The first strategy is to assume a priori that a single characteristic constitutes an adequate proxy for financial constraint. Particular characteristics that others have used to classify a firm as financially constrained include: small size (Gertler and Gilchrist 1993); the absence of a bond rating (Kashyap, Lamont and Stein 1994); and dividend distributions (Fazzari, Hubbard and Petersen 1998). The impact of each of these characteristics has already been investigated in cross-sectional regression experiments.

The second approach combines several firm characteristics into an endogenous classification model: for example, by conditioning the retention ratio on Tobin’s Q (as in Korajczyk and Levy 2003) or by constructing indices (as in Kaplan and Zingales 1997, and Whited and Wu 2006). Korajczyk and Levy’s (2003) classification scheme embodies the idea that since dividends and security repurchases compete for funds with investments, firms with attractive investment opportunities and high costs for external finance may be expected to retain net income for investment purposes. Conditioning on Tobin’s Q helps to ensure that resource-constrained firms have meaningful investment opportunities and are not financially distressed. Kaplan and Zingales’ (1997) define an index where firms with greater debt, greater growth, lower cash flow, and lower dividends are more likely to be financially constrained. Whited and Wu (2006) use GMM to estimate an intertemporal model of investment and financial frictions. Whited and Wu interpret their index as a shadow price for external finance to which every firm must adjust in equilibrium. They show that their index meets the test of being a priced factor in a Fama-French model.
Panel A of Table 7 shows the correlation between these alternative measures and between each of them and our indicator variable (CREDIT_CONSTRAINED). The negative correlation with Whited and Wu’s index is expected since their index of financial constraint is an inverse measure. Only the correlation between Whited and Wu’s index of financial constraints and that of Kaplan and Zingales shows an unexpected sign. The corrections in Table 7 employ Compustat data available for fiscal year-end 1998. Panel B of Table 7 shows that no matter how we restrict our sample or which index we use, all indices indicate that credit-constrained firms exhibit significantly poorer abnormal returns across the two event chains.

4.6 Economic Impact

The Census Bureau reports size distributions for revenues at all public and private firms. To extrapolate results for our sample to the populations of financial and nonfinancial firms, we make a strong assumption. The assumption is that median gain and loss rates experienced by sample firms over the FSMA events are representative of the medians for the size classes found in Census data. On this assumption, calculations reproduced as an Appendix show that nonfinancial firms could have lost nine times as much from FSMA ($467 billion) as financial firms gained ($52 billion). The net loss is $415 billion (4.5% of 1999 GDP). The magnitude of the difference between these two estimates implies that much of the gains captured by the financial sector came as a transfer from stockholders in customer firms.

Such losses may be attributable to reduction in market power for nonfinancial firms and/or their capacity as taxpayers who support the federal safety net. Evaluating
European banks, Maudos and Guevara (2007) estimate the “social welfare loss attributable to market power in 2002 represented 0.54% of the GDP of the EU-15.” Assuming a perpetual loss of .54% per year at a discount rate of 10%, the expected single year market value loss would be 5.4% of GDP. In Mexico, Solis and Maudos (2008) estimate that the “social cost attributable to market power in 2005 is 0.15% of GDP.”

Greater access to the federal safety net would be based on the present value of the costs of a financial crisis multiplied by the probability of occurrence. Government stimulus during the recent financial crisis is estimated at $1.77 trillion. Leaven and Valencia (2008) estimate GDP losses of 4% after a stock market crash and double for a housing crisis. During the financial crisis, Roger Altman, the former U.S. Deputy Treasury Secretary, estimated housing, savings, investment, retirement and pensions assets decreased by $8.3 trillion. Some estimate American net worth fell by $14 trillion.

Although other extrapolation methods might show much smaller imbalances, the disproportion indicates that the efficiency benefits of FSMA have been overstated in many studies of how corporate customers have fared under “universal banking.” In particular, studies which focus on firms whose capital market access is assured find that the entry of banks into securities underwriting reduced issuance costs for borrowers and intimately linked banks to loan client’s future capital-raising activity. Our finding that large corporations gained supports the hypothesis that expanded product-market opportunities may have indeed raised the value of relationship-specific rents both for banks and for a relatively small subset of borrowers capable of accessing public capital markets; however, our data also show that firms with tenuous capital-market access lost bargaining power and relationship benefits.
5. Summary and implications

Previous investigations of event returns generated by the FSMA and piecemeal expansions of related loopholes show favorable effects on the stock prices of banks, investment banks, and insurance companies. These favorable effects are strongly predicted by partial-equilibrium analysis. The intensity of prior lobbying activity shows that at least some of the abandoned constraints on product offerings had inefficiently limited institutions’ ability to take advantage of private information, contracting skills, and scope economies. Relaxing a series of binding constraints should permit affected institutions to exploit private information on clients to design, market, and price their product lines more effectively than before. In general equilibrium, however, the benefits that targeted financial institutions win from exercising their new freedoms must be weighed against losses that might develop elsewhere in the economy.

Given how stubbornly Congress resisted previous efforts to repeal product-line restrictions, it is clear that politically influential sectors had an economic stake in their continuance. Economic theory indicates that extending the scope of institutional charters might expand access to the federal safety net for large complex banking organizations and increase opportunities for very large banks to extract rents both from informational advantages and from size-related safety-net subsidies. Our findings strongly reject the hypothesis that abnormal returns generated by FSMA events were entirely or even mainly due to gains in efficiency. Consistent with a growing literature, our data show that favored sectors’ gains from FSMA not only came at the expense of decreases in the aggregate value of the stock of vulnerable customers, but also that losses at nonfinancial
firms outstripped financial firms’ gains. The bargaining-power hypothesis is further corroborated by evidence that similar regulatory events in 1996 and 1997 show parallel effects on return patterns, in that smaller firms and credit-constrained firms lost more value than other firms did when inter-industry activity restrictions were relaxed by regulatory fiat. That small and credit-constrained firms suffer negative event returns reinforces evidence suggesting that the worldwide consolidation of the financial industry has adverse consequences for capital-constrained firms.
ENDNOTES

1 Also known as the Gramm-Leach-Bliley Act (GLBA), FSMA let stand restrictions set by the Bank Holding Company Act of 1956 (BHCA) on nonfinancial firm entry into banking and on bank expansion into “nonbanking” activities via subsidiary corporations.

2 Studies by Akhigbe and Whyte (2001), Carow and Heron (2002), Hendershott, Lee, and Tompkins (2002), and Yu (2002) all indicate that investors expected the expanded opportunities for industry consolidation opened up by FSMA to allow large multiproduct financial institutions to improve their competitive position relative to more-specialized industry participants. Insurance companies, investment banks, and commercial banks gained value, while insurance agencies, finance companies and thrifts lost value. We confirm these finding although we do not report results.

3 Based on data from the Securities Data Corporation (SDC) Mergers and Acquisitions database, the number of mergers between two of the three-digit NAICS codes associated with the financial services industry (NAICS codes 522, 523 and 524) averaged 11.5% for years 1997-1999, 17.7% for 2000-2002 and 20.4% for 2001-2003.


5 Numerous studies confirm that banking relationships are valuable to firms. James and Smith (2000) survey studies that proxy the value of banking relationships by borrower stock-price response to originations or renewals of credit facilities. Petersen and Rajan (1994) and Berger and Udell (1995) are examples of studies of how enhanced credit availability and lower funding costs correlate with close lending ties to banks.
Because R requires the cooperation of both parties in that they want to avoid outcomes that would eliminate the counterparty’s incentive to renew the relationship, equilibrium $R_C$ and $R_B$ should each be strictly positive.

Berger, Demsetz and Strahan (1999) survey the evidence on the link between bank size and customer credit availability.

Costs of resolving crises has risen significantly over time: in the late 19th and early 20th century, they ran about 2 percent of GDP; in modern times, they have averaged five to six times this figure, with some cases reaching the range of 20 to 50 percent of GDP.

Binder (1997) surveys the use of event-study methods to assess welfare effects from changes in regulatory regimes.

Information-generating event dates were identified using the Wall Street Journal Index, New York Times Index, Congressional Quarterly Weekly Report, and prior studies of FSMA. For greater details on individual event dates commonly used in the analysis of FSMA, see Akhigbe and Whyte (2001), Carow and Heron (2002), Hendershott, Lee, and Tompkins (2002), and Yu (2002).

Narayan, Rangan and Sundaram (2002) provide greater details on each of these regulatory events.

Appendix A describes in a reproducible way how these variables are constructed.

In our robustness tests, we document consistent findings for alternative measures of credit constraint.

For a more detailed explanation of the MVRM and of its advantages in testing the impact of regulatory events, see Binder (1985a and 1985b). While reporting the more
traditional Brown and Warner (1985) test statistic, we focus our results on the more conservative SUR test statistics.

15 Conclusions are similar when the value-weighted CRSP market index is used.

16 The intercept may be interpreted as the CAR that would be recorded for a hypothetical firm with zero for values for all explanatory variables. Given the significantly positive coefficient for size, it is not surprising to find a significantly negative intercept.

17 While measures, such as size and public debt are correlated, we find no evidence of significant multicollinearity.

18 Employing CARs estimated in the first stage of our analysis in the second-stage analysis introduces additional variance in the cross-sectional regressions. We account for this additional source of variance econometrically by dividing the CAR by its standard error. Results using this standardized measure of CAR are qualitatively similar to those reported in the paper. In keeping with prior literature, we report cross-sectional results using unstandardized measures of the second-stage variable.

19 Characteristics of customer firms are calculated from data recorded in Compustat by fiscal year-end 1995.

20 The Loan Pricing Corporation’s (LPC) Dealscan database provides details of loans over $100,000 compiled from 13Ds, 14Ds, 13Es, 10Ks, 10Qs, 8Ks, and S-series (registration) statements that publicly held companies and privately held companies with public debt outstanding file with the Securities Exchange Commission.

21 The number of credit-constrained customers in the restricted sample of 1218 “LPC” customers is 224 (or 18.4%). This compares to 768 (or 25.5%) credit-constrained customers in the primary sample of 3008 firms.
Data is obtained from Stimulus.org. It excludes the December 2010 stimulus package that is estimated to add an additional $858 billion to the deficit, (Lori Montgomery, Shailagh Murray and William Branigin, “Obama signs bill to extend Bush-era tax cuts for two more years” Washington Post, December 17, 2010.)

(http://www.washingtonpost.com/wp-dyn/content/article/2010/12/16/AR2010121606200.html?hpid=topnews)


(http://www.argumentations.com/Argumentations/StoryDetail_10653.aspx)

Tami Luhby, Americans' wealth drops $1.3 trillion, CNNMoney.com, June 11, 2009.
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<table>
<thead>
<tr>
<th>Event Date</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 1, 1999</td>
<td>House of Representatives approves H.R.10 by margin of 343 Ayes – 86 Nays.</td>
</tr>
<tr>
<td>October 13, 1999</td>
<td>Significant progress in reconciling the House and Senate bills is announced.</td>
</tr>
<tr>
<td>October 15, 1999</td>
<td>Federal Reserve and Treasury Department announce agreement on responsibility for regulating Financial Holding Companies and bank subsidiaries.</td>
</tr>
<tr>
<td>October 22, 1999</td>
<td>Early-morning negotiations eliminate the threat of a presidential veto. White House and Conference Committee agree on compromise provisions.</td>
</tr>
<tr>
<td>November 2, 1999</td>
<td>Conference report is signed by majority of conferees, clearing the way for floor votes in the House and Senate.</td>
</tr>
<tr>
<td>November 4, 1999</td>
<td>Financial Services Modernization Act passes the Senate 90 Ayes – 8 Nays and the House 362 Ayes – 57 Nays.</td>
</tr>
<tr>
<td>November 12, 1999</td>
<td>President Clinton signs the Financial Services Modernization Act.</td>
</tr>
</tbody>
</table>
Table 2: DAYS OF SIGNIFICANT NEWS ANNOUNCEMENTS REGARDING THE RELAXATION OF THE GLASS-STEAGAL ACT

The first, second, and fourth events result in the increase of Section 20 revenue limits from 10 to 25 percent. The third, fifth, and seventh events result in the removal of “firewalls” between the bank affiliate and the BHCs Section 20 subsidiary. The sixth event is the first BHC acquisition of an investment bank since the passage of the Glass-Steagall Act. Events and event descriptions are used by permission of the authors from Narayanan, Rangan, and Sundaram (2002).

<table>
<thead>
<tr>
<th>Event Date</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 15, 1996</td>
<td>American Bankers Association urges the Fed to expand the revenue limits for Section 20 subsidiaries.</td>
</tr>
<tr>
<td>Aug 1, 1996</td>
<td>The Federal Reserve Board proposed new regulations that would allow the bank holding companies to generate as much as 25% of their revenue from underwriting and dealing stock and many types of bonds, up from a limit of 10%. The Fed also proposed ending and scaling back some of the ‘firewalls’ it had required bank holding companies to establish between banking and securities operations.</td>
</tr>
<tr>
<td>Oct 31, 1996</td>
<td>The Fed voted today to remove restrictions on banks’ marketing of brokerage services, and allow loan officers and investment bankers to work together. The new rule will allow bank employees to work for both the banking parent and the brokerage subsidiary.</td>
</tr>
<tr>
<td>Dec 20, 1996</td>
<td>By a unanimous vote, the Fed agreed to let bank holding companies earn as much as 25% of their revenues from securities underwriting, up from a current limit of 10%. The expansion comes after Congress did not pass legislation overhauling the banking system.</td>
</tr>
<tr>
<td>Jan 10, 1997</td>
<td>The Federal Reserve Board proposed removing a majority of the prudential limitations or firewalls that currently apply to bank holding companies engaged in securities underwriting and dealing activities through Section 20 subsidiaries.</td>
</tr>
<tr>
<td>Apr 7, 1997</td>
<td>The Bankers Trust of New York Corp., in a move that removes the last brick from the wall between banks and brokers, agree to buy Alex, Brown &amp; Sons, Inc., the nations oldest stock brokerage.</td>
</tr>
<tr>
<td>Aug 22, 1997</td>
<td>The Federal Reserve Board today announced modifications to the prudential limits or firewalls that currently apply to bank holding companies engaged in securities underwriting and dealing activities through Section 20 subsidiaries.</td>
</tr>
</tbody>
</table>
Table 3: FSMA Inter-sectoral Tests

For the FSMA legislative events (columns 1 and 2), abnormal returns are computed using a multivariate regression model. To compute abnormal returns, a benchmark model is estimated using returns from January 1, 1999 to November 15, 1999. For the pre-FSMA regulatory events (columns 3 and 4), abnormal returns are computed using a multivariate regression model. To compute abnormal returns, the model is estimated using returns from July 14, 1996 to August 26, 1997. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.

<table>
<thead>
<tr>
<th></th>
<th>FSMA Legislative Events</th>
<th>Pre-FSMA Regulatory Events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Financial</td>
<td>Customers</td>
</tr>
<tr>
<td>Number of Companies</td>
<td>682</td>
<td>3008</td>
</tr>
<tr>
<td>Panel A: Abnormal returns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative abnormal return (CAR)</td>
<td>1.20%</td>
<td>-2.55%</td>
</tr>
<tr>
<td>SUR t-statistic for H₀: CAR = 0</td>
<td>0.96</td>
<td>-4.06***</td>
</tr>
<tr>
<td>Brown and Warner: t-statistic for H₀: CAR = 0</td>
<td>5.09***</td>
<td>-7.64***</td>
</tr>
<tr>
<td>Percent positive CARs</td>
<td>57.48</td>
<td>43.35</td>
</tr>
<tr>
<td>z-statistic for H₀: % positive CAR = 50%</td>
<td>3.91***</td>
<td>-7.29***</td>
</tr>
<tr>
<td>Panel B: Cross-sectoral hypotheses tests</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value of SUR F-test and Wilcoxon rank sum test</td>
<td>0.0043, &lt;0.0001</td>
<td>0.4981, 0.3660</td>
</tr>
<tr>
<td>for H₀: CAR for financial portfolio = CAR for customer portfolio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value of SUR F-test for H₀: CAR for financial portfolio + CAR for customer portfolio = 0</td>
<td>0.3734</td>
<td>0.7704</td>
</tr>
</tbody>
</table>
Table 4: Intra-sectoral Tests

For the FSMA legislative events (columns 1 and 2), abnormal returns are computed using a multivariate regression model. To compute abnormal returns, a benchmark model is estimated using returns from January 1, 1999 to November 15, 1999. For the pre-FSMA regulatory events (columns 3 and 4), abnormal returns are computed using a multivariate regression model. To compute abnormal returns, the model is estimated using returns from July 14, 1996 to August 26, 1997. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.

<table>
<thead>
<tr>
<th></th>
<th>FSMA Legislative Events</th>
<th>Pre-FSMA Regulatory Events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Credit constrained</td>
<td>Credit unconstrained</td>
</tr>
<tr>
<td>Number of Companies</td>
<td>778</td>
<td>2230</td>
</tr>
<tr>
<td></td>
<td>553</td>
<td>2284</td>
</tr>
<tr>
<td><strong>Panel A: Abnormal returns</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cumulative abnormal return (CAR)</td>
<td>-5.04%</td>
<td>-1.68%</td>
</tr>
<tr>
<td>SUR t-statistic for H0: CAR = 0</td>
<td>-4.44***</td>
<td>-1.89*</td>
</tr>
<tr>
<td>Brown and Warner: t-statistic for H0: CAR = 0</td>
<td>-6.92***</td>
<td>-4.79***</td>
</tr>
<tr>
<td>Percent positive CARs</td>
<td>39.85</td>
<td>44.57</td>
</tr>
<tr>
<td>z-statistic for H0: % positive CAR = 50%</td>
<td>-5.66***</td>
<td>-5.12***</td>
</tr>
<tr>
<td><strong>Panel B: Cross-sectoral hypotheses tests</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-value of SUR F-test and Wilcoxon rank sum test for H0: CAR for credit constrained portfolio = CAR for credit unconstrained portfolio</td>
<td>0.0405, &lt;0.0001</td>
<td>0.0035, &lt;0.0001</td>
</tr>
<tr>
<td>p-value of SUR F-test for H0: CAR for credit constrained portfolio + CAR for credit unconstrained portfolio = 0</td>
<td>&lt;0.0001</td>
<td>0.0314</td>
</tr>
</tbody>
</table>
The endogenous variable is the cumulative abnormal return over the eight events listed in Table 1. To compute abnormal returns, the model is estimated using returns from January 1, 1999 to November 15, 1999. Independent variables are calculated with data available by fiscal year-end 1998 with definitions provided in Appendix A. Model 1 is our primary CAR model. Models 2 though 5 provide incremental evidence about robustness. Model 2 restricts the sample to firms where LPC data are available. We interpret this as “sampling current customers only.” Model 3 respecifies the CAR model to include a series of indicator variables identifying the one-digit SIC code of the company. Industry effects as well as intercepts are not shown in the table. Model 4 respecifies the indicator variables to identify the two-digit SIC code of the company. Again, industry effects and intercepts are not shown in the table. Model 5 includes additional Compustat variables as control variables. TOBINGSQ equals the market value of assets divided by book value of assets (data6 - data60 + data24 * data25)/data6. DEBT_ASSET equals the total debt divided by assets (data9 / data6). R&D is an indicator variable equal to 1 if the firm has research and development expenditures (data46 > 0; 0 otherwise). DIVIDEND is an indicator variable equal to 1 if the firm paid dividends on their common stock (data26 > 0; 0 otherwise). TOBINGSQ and DEBT_ASSET are winsorized at the 5th and 95th percentiles. t-values appear in parentheses below coefficient estimates. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1 Full-Sample</th>
<th>Model 2 LPC Sample</th>
<th>Model 3 Full-Sample 1-digit SIC</th>
<th>Model 4 Full-Sample 2-digit SIC</th>
<th>Model 5 Additional Control Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-0.0523 (-5.38)***</td>
<td>-0.0562 (-3.34)***</td>
<td>0.0056 (3.6)***</td>
<td>0.0052 (3.09)***</td>
<td>-0.0417 (2.79)***</td>
</tr>
<tr>
<td>SIZE</td>
<td>0.0060 (3.72)***</td>
<td>0.0077 (2.86)***</td>
<td>0.0056 (3.36)***</td>
<td>0.0052 (3.09)***</td>
<td>0.0049 (2.79)***</td>
</tr>
<tr>
<td>PUB_DEBT</td>
<td>-0.0122 (-1.99)**</td>
<td>-0.0218 (-2.55)**</td>
<td>-0.0102 (-1.63)</td>
<td>-0.0077 (-1.23)</td>
<td>-0.0101 (-1.56)</td>
</tr>
<tr>
<td>EFN</td>
<td>-0.0004 (-0.66)</td>
<td>0.0002 (0.18)</td>
<td>-0.0004 (-0.81)</td>
<td>-0.0005 (-0.87)</td>
<td>-0.0001 (-0.26)</td>
</tr>
<tr>
<td>AGE</td>
<td>0.0012 (0.56)</td>
<td>-0.0008 (-0.26)</td>
<td>0.0016 (0.75)</td>
<td>0.0007 (0.32)</td>
<td>-0.0013 (-0.56)</td>
</tr>
<tr>
<td>CREDIT_CONSTRAINED</td>
<td>-0.0191 (-3.07)***</td>
<td>-0.0214 (-2.17)**</td>
<td>-0.0181 (-2.9)</td>
<td>-0.0198 (-3.15)**</td>
<td>-0.0176 (-2.78)**</td>
</tr>
<tr>
<td>TOBINSQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.0027 (-2.03)**</td>
</tr>
<tr>
<td>DEBT_ASSET</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.0121 (-0.94)</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>0.0068 (1.54)</td>
<td></td>
<td></td>
<td></td>
<td>0.0154 (2.79)***</td>
</tr>
<tr>
<td>DIVIDEND</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Observations</td>
<td>3008</td>
<td>1218</td>
<td>3008</td>
<td>3008</td>
<td>2920</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.0189</td>
<td>0.0149</td>
<td>0.0289</td>
<td>0.0519</td>
<td>0.0231</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.0173</td>
<td>0.0109</td>
<td>0.0246</td>
<td>0.0374</td>
<td>0.0201</td>
</tr>
<tr>
<td>P-value on F-stat</td>
<td>&lt;.0001</td>
<td>&lt;.0026</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>
Table 6: Cross-sectional Model of Cumulative Abnormal Returns for News Announcements Regarding the Relaxation of the Glass-Steagall Act

The endogenous variable is the cumulative abnormal return over the seven events listed in Table 4. To compute abnormal returns, the model is estimated using returns from July 14, 1996 to August 26, 1997. Independent variables are calculated with data available by fiscal year-end 1995 with definitions provided in Appendix A. Model 1 is our primary CAR model. Models 2 though 5 provide incremental evidence about robustness. Model 2 restricts the sample to firms where LPC data are available. We interpret this as “sampling current customers only.” Model 3 respecifies the CAR model to include a series of indicator variables identifying the one-digit SIC code of the company. Industry effects as well as intercepts are not shown in the table. Model 4 respecifies the indicator variables to identify the two-digit SIC code of the company. Again, industry effects and intercepts are not shown in the table. Model 5 includes additional Compustat variables as control variables. TOBINQ equals the market value of assets divided by book value of assets (data6 - data60 + data24 * data25) / data6. DEBT_ASSET equals the total debt divided by assets (data9 / data6). R&D is an indicator variable equal to 1 if the firm has research and development expenditures (data46 > 0; 0 otherwise). DIVIDEND is an indicator variable equal to 1 if the firm paid dividends on their common stock (data26 > 0; 0 otherwise). TOBINQ and DEBT_ASSET are winsorized at the 5th and 95th percentiles. t-values appear in parentheses below coefficient estimates. ***, **, and * indicate significance at the 1%, 5%, and 10% levels, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full-Sample</td>
<td>LPC Sample</td>
<td>Full-Sample 1-digit SIC</td>
<td>Full-Sample 2-digit SIC</td>
<td>Additional Control Variables</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.0460 (-5.91)***</td>
<td>-0.0504 (-3.68)***</td>
<td>0.0097 (7.12)***</td>
<td>0.0100 (7.26)***</td>
<td>0.0101 (6.87)***</td>
</tr>
<tr>
<td>SIZE</td>
<td>0.0100 (7.49)***</td>
<td>0.0087 (3.66)***</td>
<td>0.0097 (7.12)***</td>
<td>0.0100 (7.26)***</td>
<td>0.0101 (6.87)***</td>
</tr>
<tr>
<td>PUB_DEBT</td>
<td>-0.0108 (-1.97)***</td>
<td>-0.0045 (-0.58)</td>
<td>-0.0060 (-1.06)</td>
<td>-0.0043 (-0.75)</td>
<td>-0.0118 (-2.09)</td>
</tr>
<tr>
<td>EFN</td>
<td>0.0015 (1.63)</td>
<td>0.0026 (1.74)*</td>
<td>0.0009 (0.94)</td>
<td>0.0005 (0.57)</td>
<td>0.0018 (1.89)*</td>
</tr>
<tr>
<td>AGE</td>
<td>-0.0011 (-0.59)</td>
<td>0.0002 (0.06)</td>
<td>-0.0001 (-0.07)</td>
<td>-0.0002 (-0.11)</td>
<td>-0.0012 (-0.58)</td>
</tr>
<tr>
<td>CREDIT_CONstrained</td>
<td>-0.0212 (-3.81)***</td>
<td>-0.0131 (-1.49)</td>
<td>-0.0158 (-2.72)***</td>
<td>-0.0123 (-2.10)***</td>
<td>-0.0210 (-3.73)***</td>
</tr>
<tr>
<td>TOBINSQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0046 (3.02)***</td>
</tr>
<tr>
<td>DEBT_ASSET</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0088 (0.76)</td>
</tr>
<tr>
<td>R&amp;D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0052 (1.36)</td>
</tr>
<tr>
<td>DIVIDEND</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0044 (1.01)</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>2837</td>
<td>1095</td>
<td>2837</td>
<td>2837</td>
<td>2793</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.0381</td>
<td>0.0299</td>
<td>0.0468</td>
<td>0.0685</td>
<td>0.0426</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.0364</td>
<td>0.0255</td>
<td>0.0424</td>
<td>0.0531</td>
<td>0.0395</td>
</tr>
<tr>
<td>P-value on F-stat</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>
Table 7: Correlations between Alternative Measures of Financial Constraint

Given that all three alternative measures of financial constraint are composites of the control variables used in our cross-sectional regression models, the original control variables are collinear with each of the alternative measures. For this reason, we do not report cross-sectional regressions using the alternative measures. The upper portion of the correlation table describes the bivariate correlation that exists between the four measures of financial constraints. The lower portion of the table reports the correlations that the different measures have with abnormal returns. We note that, unlike the other indices, Whited and Wu’s (2006) index of financial constraint is an inverse measure. Hence, all indices show that financially constrained firms have lower abnormal returns. Whited and Wu’s (2006) measure represents financial constraint as \[-.062*(\text{debt to assets}) + .010*(\text{indicator for positive dividends}) + .067*(1 \text{ plus the growth in the firm’s sales}) + .060*(\text{log of assets}) - .043*(1 \text{ plus the growth in industry sales}) + .053*(\text{cash flow to assets})\]. Kaplan and Zingales (1997) measure financial constraint as \[-1.001909*(\text{cash flow to assets}) + 3.139193*(\text{debt to assets}) - 39.36780*(\text{dividends to assets}) - 1.314759*(\text{liquid cash to assets}) + .2826389*(\text{Tobin’s Q})\]. Korajczyk and Levy (KL) (2003, p.82) define a firm as financially constrained if: “(1) the firm does not have a net repurchase of debt or equity and does not pay dividends within the event window, and (2) its Tobin’s Q, (defined as the sum of the market value of equity and the book value of debt, divided by the book value of assets), at the end of the event quarter...[is] greater than one.” As an indicator variable, the KL index correlates more closely with our indicator than the other indices. p-values are reported below coefficient estimates.

<table>
<thead>
<tr>
<th></th>
<th>Sample Size</th>
<th>Credit Constrained</th>
<th>Whited &amp; Wu</th>
<th>Kaplan &amp; Zingales</th>
<th>Korajczyk &amp; Levy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Alternative measures of financial constraint</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit Constrained</td>
<td>3008</td>
<td>1.0000</td>
<td>-0.2421</td>
<td>0.1298</td>
<td>0.5031</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Whited &amp; Wu (an inverse measure)</td>
<td>2210</td>
<td>-0.2421</td>
<td>1.0000</td>
<td>0.0778</td>
<td>-0.1916</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;.0001</td>
<td>&lt;.0003</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Kaplan &amp; Zingales</td>
<td>2199</td>
<td>0.1298</td>
<td>0.0778</td>
<td>1.0000</td>
<td>0.2685</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;.0001</td>
<td>&lt;.0003</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Korajczyk &amp; Levy</td>
<td>2236</td>
<td>0.5031</td>
<td>-0.1916</td>
<td>0.2685</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td><strong>Panel B: Correlations with abnormal returns</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAR (FSMA) Sample</td>
<td>3308</td>
<td>-0.1155</td>
<td>0.0578</td>
<td>-0.0462</td>
<td>-0.1126</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;.0001</td>
<td>0.0065</td>
<td>0.0302</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0001</td>
</tr>
<tr>
<td>CAR (Federal Reserve relaxation events) Sample</td>
<td>2837</td>
<td>-0.1182</td>
<td>0.1768</td>
<td>-0.0337</td>
<td>-0.0605</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&lt;.0001</td>
<td>&lt;.0001</td>
<td>0.0773</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0043</td>
</tr>
</tbody>
</table>
## Appendix A: Variable Definitions

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CAR</strong></td>
<td>The Cumulative Abnormal Return over each of the series of events. Each event window combines the day of the event with the day following the announcement. Values winsorized at the 5th and 95th percentiles are used in cross-sectional tests.</td>
</tr>
<tr>
<td><strong>EFN</strong></td>
<td>The average value found for external financing needs during the last 3 years. External financing needs are defined as planned investments – internally available funds (From COMPUSTAT (data128 - (data18 + data14) + (data3 - data3a) + (data2 - data2a) - (data70 - data70a) - (data71 - data71a))/data128. If less than 3 years of data are available, we use the available data. Averages are winsorized at the 5th and 95th percentiles.</td>
</tr>
<tr>
<td><strong>PUB_DEBT</strong></td>
<td>An indicator variable that equals 1 if the firm has public debt outstanding and is 0 otherwise. The presence of public debt is identified from COMPUSTAT.</td>
</tr>
<tr>
<td><strong>SIZE</strong></td>
<td>The log value of the firm’s assets in $millions (COMPUSTAT data6), winsorized at the 5th and 95th percentile.</td>
</tr>
<tr>
<td><strong>AGE</strong></td>
<td>The log of the number of years that the company has been listed on the NYSE, AMEX, or NASDAQ as identified from CRSP. The maximum number of years was set at 25.</td>
</tr>
<tr>
<td><strong>CREDIT_CONSTAINED</strong></td>
<td>An indicator variable that takes on the value of 1 if the firm is credit-constrained and 0 otherwise. Credit-constrained customers are firms that have EFN &gt;0, PUB_DEBT = 0, AGE &lt; Log of 11 years, and SIZE &lt; Log of $500 million.</td>
</tr>
</tbody>
</table>
Appendix B: Estimates of FSMA-Induced Aggregate Gains and Losses Across the Populations of US Financial and Nonfinancial Firms

This table shows our estimates of the aggregate gains and losses for financial and nonfinancial firms. From the most recently available Census report prior to the passage of FSMA, *Enterprise Statistics 1992*, “Table 4, Company Statistics by Receipt Size: 1992” [http://www.census.gov/prod/3/97pubs/es-9201.pdf], we obtain the number of public and private firms in the financial and nonfinancial industries. For each firm in our dataset, we define the dollar impact as the cumulative abnormal return of the individual firm multiplied by the firm’s market capitalization on May 5, 1999. We separate CRSP and Compustat data into ten receipt classes used in the Census report and for each category calculate the median dollar impact. To estimate the total industry impact, we multiply the number of firms reported in the census report by the median dollar impact shown in our sample and sum the values across the receipt categories. Due to the small number of observations in CRSP and Compustat for firms under $2.5 million in receipts, we omit these firms from this analysis. Because smaller, more credit-constrained nonfinancial firms are expected to have large losses, this omission is apt to understate the effect on nonfinancial firms.

<table>
<thead>
<tr>
<th>Receipts per firm (in millions)</th>
<th># Public and Private Firms</th>
<th># Public and Private Firms (ex. Financial)</th>
<th># Non-financial Firms in Our Database</th>
<th>Median Dollar Impact of FSMA per firm (in thousands)</th>
<th>Dollar Impact per receipt sector (in thousands)</th>
<th># Public and Private Financial Firms</th>
<th># Financial Firms in Our Database</th>
<th>Median Dollar Impact of FSMA per firm (in thousands)</th>
<th>Dollar Impact per receipt sector (in thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 - 4.9</td>
<td>170,104</td>
<td>158,994</td>
<td>31</td>
<td>($1,751)</td>
<td>($278,462,092)</td>
<td>11,110</td>
<td>4</td>
<td>Insufficient</td>
<td>Insufficient</td>
</tr>
<tr>
<td>5 - 9.9</td>
<td>94,547</td>
<td>88,156</td>
<td>75</td>
<td>(1,233)</td>
<td>(108,669,901)</td>
<td>6,391</td>
<td>12</td>
<td>Data</td>
<td>(225)</td>
</tr>
<tr>
<td>10 - 24.9</td>
<td>60,999</td>
<td>56,652</td>
<td>187</td>
<td>(679)</td>
<td>(38,451,639)</td>
<td>4,347</td>
<td>64</td>
<td>(141)</td>
<td>(979,205)</td>
</tr>
<tr>
<td>25 - 49.9</td>
<td>19,982</td>
<td>18,522</td>
<td>233</td>
<td>(881)</td>
<td>(16,316,697)</td>
<td>1,460</td>
<td>102</td>
<td>(206,205)</td>
<td></td>
</tr>
<tr>
<td>50 - 99.9</td>
<td>9,220</td>
<td>8,381</td>
<td>305</td>
<td>(599)</td>
<td>(5,024,159)</td>
<td>839</td>
<td>116</td>
<td>993</td>
<td>833,204</td>
</tr>
<tr>
<td>100 - 249</td>
<td>5,028</td>
<td>4,468</td>
<td>518</td>
<td>(2,167)</td>
<td>(9,681,262)</td>
<td>560</td>
<td>127</td>
<td>1,734</td>
<td>970,878</td>
</tr>
<tr>
<td>250 - 499</td>
<td>1,761</td>
<td>1,494</td>
<td>389</td>
<td>(2,615)</td>
<td>(3,906,138)</td>
<td>267</td>
<td>70</td>
<td>17,703</td>
<td>4,726,621</td>
</tr>
<tr>
<td>500 - 1000</td>
<td>954</td>
<td>796</td>
<td>347</td>
<td>(2,888)</td>
<td>(2,299,007)</td>
<td>158</td>
<td>54</td>
<td>9,523</td>
<td>1,504,609</td>
</tr>
<tr>
<td>1000 - 2500</td>
<td>645</td>
<td>522</td>
<td>363</td>
<td>(2,081)</td>
<td>(1,086,292)</td>
<td>123</td>
<td>40</td>
<td>62,800</td>
<td>7,724,345</td>
</tr>
<tr>
<td>&gt;2500</td>
<td>452</td>
<td>356</td>
<td>343</td>
<td>(9,747)</td>
<td>(3,469,978)</td>
<td>96</td>
<td>68</td>
<td>385,361</td>
<td>36,994,620</td>
</tr>
<tr>
<td>Totals</td>
<td>363,692</td>
<td>338,341</td>
<td>2,791</td>
<td>($467,367,165)</td>
<td>25,351</td>
<td>657</td>
<td>$51,568,866</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>